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Abstract 

As jobs begin to seek hybrid skill sets from employees more frequently, interdisciplinary 
learning will become more important. This paper presents a tool, which provides a novel 
interdisciplinary learning approach that merges math, computer science, and physiology to create 
engaging experiences for learners. The presented tool obtains neurophysiological measurements 
of electroencephalogram (EEG) signals using a Brain-Computer Interface (BCI). This data can 
be used to understand the cognitive and affective states such as fatigue, cognitive workload, 
engagement, and others. Using an interface equipped with a visual programing language (VPL) 
enables users to interact with and visualize EEG data obtained from the BCI. Interacting with a 
drag-and-drop VPL allows users to dynamically utilize data streams captured from the BCI. This 
approach enables the creation of creative visualizations that can be mapped to various mental 
states. Ultimately this work aims to investigate how BCI can be used with a VPL and data 
visualization tools to provide hands on educational activities.  
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Introduction 

Educators and researchers have used high-level programming languages for years to introduce 
K-12 students to programming1. Many of these platforms now utilize Visual Programming 
Languages (VPL) to teach children coding principles. VPLs have been used with many different 
types of technology ranging from robots2 to mobile phone apps3. Although, researchers have 
explored integrating VPLs within various types of systems there has been limited investigation 
on using a VPL with a Brain-Computer Interface (BCI). BCIs are capable of measuring the 
central nervous system (CNS) activity that can be used as artificial output. This output is often 
used to replace, restore, enhance, supplement, or improve Natural CNS output4. This novel 
technology is often seen as exciting and has been featured in many science fiction movies. BCI 
could serve as an exciting technology for students, but there is currently no platform that utilizes 
the benefits of modern educational tools focused on integrating VPL with BCI. The integration 
of these technologies could result in educational concepts similar to the use of robotics to engage 
students with programming5. Current implementations that feature a VPL component with BCI 
are mostly geared towards traditional BCI researchers who perform work in the clinical domain. 
Although, they feature a visual programming component they can become complex and 
confusing causing it to be to challenging to work with. This issue presents an opportunity to 
create an application that utilizes a more accessible VPL with BCI. Currently many educational 
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applications use the blockly block framework6. Previously this framework has served as an 
effective infrastructure for introducing coding to students, but it has yet to be implemented and 
tested with BCI.  

Although, using robots has been shown to increase student’s engagement5 limitations could exist 
in certain scenarios7. One possible limitation is the lack of enough robots to support larger class 
sizes. To address these issues the integration of other novel technologies should be investigated. 
One potential technology that could be integrated is BCI. With BCI, student’s neural activity can 
be stored and interacted with later without the physical device. Neural interfaces are also 
currently becoming more popular in science fiction movies.8 Although this rise in popularity 
exists; there has been no research on approaches that use BCI with students actively in an 
educational setting. A system that integrates VPLs and BCIs could serve as a novel concept that 
engages students to become more interested in programming. This paper presents a system 
concept that utilizes offline BCI data, blockly, and three.js. This work explores how these 
components can be merged together to create dynamic brain-based virtual environments. After 
explaining the system setup this paper will discuss pros and cons of this type of system and 
provide potential next steps.    

Brain-Computer Interface 

Brain-Computer Interfaces have commonly been used in the medical setting. A recent emergence 
of consumer-grade BCI devices has prompted researchers to look into applications for BCI 
beyond the medical domain. Most research using BCI in an educational setting focuses on using 
BCI in a passive manner to collect affective information such as engagement while students 
complete assignments. Previously Andujar & Gilbert proposed a concept that utilizes EEG to 
enhance the reading experience10. This works mentions that dynamically introducing new 
content based on a user’s affective state could enhance their reading experience. Andujar, et. al. 
also utilized BCI to compare levels of engagement between two learning techniques: video game 
and handout13. This consisted of measuring engagement levels of participants while they 
completed one of the two types of learning techniques. Results from this study showed a 
correlation between knowledge retention and engagement. Szafir and Mutlu also investigated a 
concept that used BCI in an educational setting11. This work used adaptive agents to monitor 
students’ attention in real time using EEG. Using this approach the researchers were able to 
improve student’s recall abilities. Szafir and Mutlu also researched the use of BCI with massive 
open online courses (MOOCs).12 The concept presented in this work is based on adaptive content 
review, which determines topics students might benefit most on based on their attention levels 
while viewing lectures. This approach was shown to increase student’s recall abilities over a 
baseline. Huang, et. al. presented an approach that provides contextual BCI training sessions.  
The system presented in this work consists of a dynamic projection of BCI training sessions 
when low levels of engagement are detected. Results from this study showed that the developed 
system could significantly improve engagement in terms of EEG based measurements and 
subjective measures from teachers. Although, there have been many studies that investigate 
engagement monitoring via BCI to enhance knowledge retention, there has been no work on 
using BCI actively with educational VPLs. Utilizing BCI with VPLs could lead to even higher 
levels of interest and retention of students computer science students. 
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Visual Programming Applications  

Visual programming applications are commonly used to introduce children to programming.  
Alice, a 3D interactive animation environment features a VPL and has been used for years25. 
Using Alice, users can create virtual worlds and develop programs that animate objects in the 
virtual environment. It was previously reported to improve student’s performance and retention 
in computer science30.  Several researchers and educators have used Alice to teach coding 
concepts26-29. Over 137 million users have used the blockly6 framework as part of code.org’s 
Hour of Code15. This initiative is focused on expanding access to computer science and 
increasing participation. Currently over 5 million students are enrolled in courses that cover 
programming using this VPL. Over 11 million users have used a VPL via Scratch16,17. This 
application allows students to learn computer programming while developing projects that are 
personally meaningful. These projects often consist of animated stories or games created by 
students. Previous research has reported that scratch-based lessons were effective for teaching 
CS content and engaging students23. Scratch has also been used to address computer science 
retention issues24. One key goal of scratch is to encourage self-directed learning. MIT App 
Inventor features a VPL that allows users to create android apps18. Over 11 millions applications 
have been built using this application and it has almost 4 million registered users. Several high-
school and college faculty have used successfully used App Inventor in their courses19-22.  

Although, many researchers and educators have used VPLs, no previous work exists that 
investigates the integration of BCI with a VPL. As the price of consumer-grade BCI devices 
continue to drop, the feasibility of using BCI as a novel tool in the classroom becomes more 
realistic. This work presents a conceptual system that uses the non-invasive Emotiv Epoc BCI 
device and the blockly framework to create cognitively controlled virtual environments.  

Non-Invasive Emotiv BCI Apparatus 

 

The Emotiv EPOC non-invasive device (figure 1) is a wireless EEG data acquisition and 
processing device. It connects via Bluetooth to a computer. This device consists of 14 electrodes 
(AF3, AF4, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC8, F4, F8) and 2 references (P3/P4 
locations) to obtain the EEG signals. These channels are based on the international 10-20 

Figure 1: EEG Emotiv 
EPOC Device  
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locations, which is the standard naming and positioning for EEG devices. The sampling method 
of the device is based on the sequential sampling with a sampling rate of 2048 Hz. This device 
was chosen among others for its portability and its adaptability as a wearable computing system. 
In addition, this device has been widely adapted for other research experiments. 

Three.js 

Name  Description 

Box Geometry Quadrilateral primitive 
geometry class 

Circle Geometry Simple shape of Euclidean 
geometry 

Cylinder Geometry 

 

Class for generating cylinder 
geometries 

Plane Geometry Class for generating plane 
geometries 

Sphere Geometry Class for generating sphere 
geometries 

Octahedron	  Geometry Class	  for	  generating	  an	  
octahedron	  geometry	  

 

Three.js is a JavaScript based 3D graphics library that provides a simple and convenient way to 
utilize Web-based Graphics library (WebGL). WebGL enables JavaScript to produce accelerated 
3D graphics similar to OpenGL in the browser.31 This is accomplished by leveraging the powers 
of HTML5 Canvas. With WebGL, Three.js can produce complex models via the HTML5 
canvas. By abstracting away lower level WebGL API calls three.js makes WebGL development 
easier and more productive. The approach presented in this paper utilizes the box geometry class 
as explained in the following section. The Geometry base object included in Three.js provides 
the foundation for many models supporter in Three.js. It contains properties such as vertices, 
colors, and faces. Also included in this object is built-in functionality such as computing normal 
vectors and bounding boxes. Table 1 provides a list of a few objects that extend the base 
Geometry object. Each of these can be used to create various types of objects in the virtual 
environment.  

Blockly 

Table 1: List of some geometries supported in Three.js 

Figure 2: Blockly blocks 
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Blockly, developed by Google, is a graphical programming editor that uses blocks in a manner 
similar to scratch17. It is an open source visual block language development kit that can be used 
to create new block-based visual programming languages. Often it is used to address specific 
content created by researchers and educators. Due to its intuitive and easy to follow block 
interface blockly is usually more accessible to children than standard programming languages.  It 
is written in JavaScript, which allows it to run in a web browser. With blockly, users can create 
scripts from block-shaped command templates. These templates are added to a script via a 
simple drag and drop interaction. Blocks featured in blockly have placeholders for variables as 
shown in figure 2. Scope is also accomplished in Blockly by nesting blocks physically inside an 
existing block. Programs created in Blockly can be exported as JavaScript, Python, or XML 
code. This feature is often used to help learners make connections between visual programming 
and the traditional programming languages. There has been much previous work that investigates 
how blockly can be used for various applications32-35. The visual nature of blockly adds to its 
overall usability which makes it a great framework for developing learning applications for 
novice programmers. 

System Setup 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 shows a preliminary version of the presented programmable cognitive controlled virtual 
application. The main goal of this implementation is to show how engagement levels collected 
via a BCI device can be used in a programmable environment to interact with a virtual object. 
The top of the interface displays EEG data that reflects a user’s engagement levels. The current 
version of the presented application uses prerecorded data, but it can be easily extended to record 
real-time EEG data. The pre-recorded data is stored in a comma separated value (CSV) file and 

Figure 3: Web-based cognitively controlled virtual environment interface  

Figure 4: Engagement formula  
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loaded into the browser using JavaScript. This approach was taken initially to thoroughly test out 
the concept first prior to investigating the real-time implementation. The EEG data shown in 
figure 3 was captured via the non-invasive Emotiv Epoc BCI device. It was captured while a user 
was completing a cognitive manipulation task. The EEG data collection process begins by 
mounting the Emotiv on the user’s head. Afterward the device must be adjusted until the best 
possible signal strength is acquired. Next users completed a baseline, which consisted of the user 
closing their eyes and clearing their minds. Users next were trained on how to move an object 
cognitively. A second shorter baseline was completed next. Finally, the user’s EEG data was 
recorded while they completed a maze navigation task. Engagement was calculated using the 
formula shown in figure 4 which was first presented in work by Pope, et. al36. The engagement 
levels range from 0 to 1 indicated on the y-axis of the line graph at the top of figure 3. High 
levels of engagement fall closer to 1 and drops that fall closer to 0 indicate lower levels. The x-
axis shown in the line graph section of figure 3 reflects time in seconds. It is important to note 
that even though this pre-recorded data was not directly connected to the manipulation of the 
virtual object, the fluctuation of engagement can still be used to control the virtual object 
programmatically. 

As discussed earlier, most previous work has focused on using this kind of data specifically for 
analysis purposes only.  The work presented in this paper uses engagement data as a form of 
input. These input values can be passed to blockly to create scripts that drive animations based 
on engagement levels. The script shown in figure 3 causes the wooden box on the right to rotate 
as levels of engagement increases. The speed blocks serves as the speed variable which is 
determine by the current level of engagement. The ‘test’ block shown in figure 3 provides logic 
that can be used to alter the value set to speed depending on the level of engagement. An 
additional logic block is used to perform a Boolean operation. This block, shown in figure 3, 
checks if the engagement level is greater than 0.5. Using this test logic block a value of 5 is 
assigned to the speed variable if this evaluates to true. In cases where the engagement level is 
less than 0.5 the speed variable is set to 0 causing the virtual object on the right to stop rotating. 

Conclusion 

This paper presents a novel concept of using a VPL and BCI to develop a dynamic brain-based 
virtual environment. Previous literature has shown that VPL have been successful in increasing 
knowledge retention and interest in STEM, but there has been no investigation of the influence 
of incorporating BCI. BCI has begun to become more commonly depicted in media. Also 
consumer-grade BCI devices are becoming more readily available.  Although, this 
implementation presents a promising application future user studies are needed to evaluate how 
it influences student’s performance. Also, it is important to analyze how students perceive this 
novel technology. Going forward it will be vital to investigate various ways to utilizing BCI 
signals, VPLs and visualizations within an educational context. 

Future Work 

The work presented in this paper serves as a preliminary investigation of utilizing a VPL with 
BCI data. Further work is needed to investigate additional forms of programmable interactions. 
As mentioned in the Three.js section, many geometry classes exist that can be used to develop 
new and more intriguing virtual environments. Although, engagement was used in this 
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implementation, affective information such as frustration, meditation, boredom and others could 
also be investigated. Further work will also consist of implementing real-time EEG data 
collection. With this approach users could actively control objects in the virtual environment. 
Creating lessons with this system that integrates math and physiology educational content could 
also be added to provide interdisciplinary learning. User studies evaluating this tool as a way to 
encourage knowledge retention and interest in STEM will also be conducted as future work.  
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